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Abstract: A new GA-based methodology using information granules is suggested for the construction of fuzzy classifiers. The proposed scheme consists of three steps: selection of information granules, construction of the associated fuzzy sets, and tuning of the fuzzy rules. First, the genetic algorithm (GA) is applied to the development of the adequate information granules. The fuzzy sets are then constructed from the analysis of the developed information granules. An interpretable fuzzy classifier is designed by using the constructed fuzzy sets. Finally, the GA is utilized for tuning of the fuzzy rules, which can enhance the classification performance on the misclassified data (e.g., data with the strange pattern or on the boundaries of the classes). To show the effectiveness of the proposed method, an example, the classification of the Iris data, is provided.
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1. INTRODUCTION

The classification technique plays an important role in various engineering application fields including medical diagnosis [3], signal processing [4], power system [5], and recognition [6]. There are two fundamental areas in the classification problem: feature selection and pattern classification. In dealing with the feature selection and/or the pattern classification, it is quite promising to utilize the knowledge of the domain experts. Since Zadeh suggested the fuzzy set in 1965 [8], the fuzzy theory has been regarded as a resolution of a mathematical modeling of the intuitive human knowledge [1,2]. With this technical point of view, various construction methods of fuzzy classifiers have been proposed [7,9-13,25,26]. A table look up scheme was studied to generate the fuzzy rules for the fuzzy classifier directly [9], or by using the genetic algorithm (GA) [10]. Abe et al. designed several fuzzy classifiers from the various information granules to express the characteristics of the fuzzy classifiers by considering the shapes of the information granules [7,12].

Generally, the construction process of the fuzzy classifier consists of the following three stages: (i) selecting the information granules, (ii) constructing the fuzzy sets associated with the information granules, and (iii) tuning the fuzzy rules. In Stage (i), it is important to optimally select the information granules from the feature spaces because the performance of the fuzzy classifier highly depends on the choice of the information granules. Unfortunately, dividing the feature space into the optimal information granules is generally known to be a complex and mutually associated problem. An approach to resolve this difficulty is to generate the activation and the inhibition hyperboxes, recursively [12]. However, it generates too many ones to analyze information granules easily as well as to show the pattern visually. In Stage (ii), the fuzzy sets produced by information granules should fulfill two requirements: the fuzzy sets should exhibit a large degree of overlapping, and the fuzzy sets should describe the context of the information granule. Wu et al. proposed a construction technique of the fuzzy sets via the \( \alpha \)-cut and the similarity degree [14]. However, when all the fuzzy sets for a feature are overlapped, and the fuzzy sets should describe the context of the information granule. Wu et al. proposed a construction technique of the fuzzy sets via the \( \alpha \)-cut and the similarity degree [14]. However, when all the fuzzy sets for a feature are overlapped, and the fuzzy sets should describe the context of the information granule. Wu et al. proposed a construction technique of the fuzzy sets via the \( \alpha \)-cut and the similarity degree [14]. However, when all the fuzzy sets for a feature are overlapped, and the fuzzy sets should describe the context of the information granule. Wu et al. proposed a construction technique of the fuzzy sets via the \( \alpha \)-cut and the similarity degree [14]. However, when all the fuzzy sets for a feature are overlapped, and the fuzzy sets should describe the context of the information granule. Wu et al. proposed a construction technique of the fuzzy sets via the \( \alpha \)-cut and the similarity degree [14]. However, when all the fuzzy sets for a feature are overlapped, and the fuzzy sets should describe the context of the information granule.
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classification performance). Although Abe et al. proposed a tuning method of the slope of the membership function [7], their techniques neither consider the overfitting nor the outlier problem.

Motivated by the above observations, this paper aims at improving the performance of the fuzzy classifier by resolving the above-mentioned problems. To this end, we propose a GA-based construction method of the fuzzy classifier. In order to determine optimal information granules, the GA, which has been shown to be a flexible and robust optimization tool [15], are used in Stage (i). An efficient fuzzy sets constructing technique based on the \(\alpha\)-cut and the similarity degree is then proposed in Stage (ii) to extract, merge, and reduce the fuzzy sets from the developed information granules, which produces a set of human interpretable classification rules in the form of the multi-inputs and multi-outputs (MIMO) Takagi-Sugeno (T-S) fuzzy model. In Stage (iii), to decrease the number of the misclassified data, the GA is also used to tune parameters of the obtained fuzzy sets and to newly generate additional fuzzy rules.

The layout of this paper is organized as follows: Section 2 introduces the fuzzy classifier model and reviews the information granules. Section 3 contains the proposed approach to the classification based on information granules. An example is provided in Section 4 to show the effectiveness of the proposed method. Section 5 concludes this paper.

2. PRELIMINARIES

This section describes the structure of the fuzzy classifier (i.e., MIMO T-S fuzzy system), and the concept of the information granules.

2.1. Fuzzy classifier model

To perform the classification, the MIMO T-S fuzzy system is designed by

\[
R_i : \text{IF } x_1 \text{ is } A_{i1} \text{ and } \ldots \text{ and } x_N \text{ is } A_{iN} \text{ THEN the class is } \hat{y}_i = \xi_{i1} \cdots \xi_{iL} = \xi_{iL},
\]

where \(x_j, j \in I_N = \{1, 2, \ldots, N\}\), is the \(j\) th feature; \(R_i, i \in I_L = \{1, \ldots, L\}\), is the \(i\) th fuzzy rule; \(\hat{y}_i = (i, h) \in I_L \times I_N\), is the \(h\) th singleton output in the \(i\) th rule; \(\xi_{ih} \in [0, 1]\) is a real constant value; and \(A_{ij}, (i, j) \in I_L \times I_N\), is the fuzzy set to be determined from the information granules.

**Remark 1:** Here, we initially equate the number of the classes to the one of the fuzzy rules, and set the \(i\) th output of the \(i\) th fuzzy rule \(R_i\), \(\hat{y}_{ii}\) as a maximum so that the fuzzy rule \(R_i\) can well describe the \(i\) th class.

By using product inference engine, singleton fuzzifier, and center average defuzzifier, the global output of the \(h\) th class inferred from the T-S fuzzy system (1) is represented by

\[
y_h = \sum_{i=1}^{L} \theta_{A_i}(x)y_{ih},
\]

where \(\theta_{A_i}(x) = \frac{\prod_{j=1}^{N} A_{ij}(x_j)}{\sum_{i=1}^{L} \prod_{j=1}^{N} A_{ij}(x_j)}\) and \(A_{ij}(x_j) \in [0, 1]\) is the membership function value of the linguistic variable \(x_j\) on the fuzzy set \(A_{ij}\). The global output \(y_h\) implies the confidence measure of each class. The predicted class is computed as

\[
y = \max_{h \in I_L} y_h.
\]

2.2. Information granules

Information granules are an efficient tool which can describe the input-output pattern from the given data. Fig. 1 shows an example of information granule in 2 dimensional case, where ‘∗’ denotes given data and the rectangle means the information granule or the hyperbox. Most of the existing clustering techniques operate on the numeric objects and produce the representatives that are again entirely numeric, whereas the information granules technique operates on the visual objects and produces the representatives that are again visual [16].

**Remark 2:** To determine the optimal fuzzy region in the supervised learning, the information granules should satisfy the following requirements as much as possible:

(i) The information granules should cover as many data as possible so that the density of the data within the information granules is made as high as possible [16].

(ii) There should be the minimum overlaps among the information granules because each
information granule should describe different characteristics in the given data.

(iii) One information granule should cover one class within the admissible limits so that the fuzzy sets extracted from an information granule describe a class on several feature spaces.

3. CLASSIFICATION USING INFORMATION GRANULES

This section proposes the design procedure of a fuzzy classifier: the GA-based development of the information granules, the construction method of fuzzy sets by analyzing the information granules, and the GA-based management scheme for the misclassification.

3.1. Optimization of information granules using the GA

This section discusses the parameters optimization of information granules using the GA. In order to obtain the fuzzy classifier with low complexity, we concentrate on determining the information granules subjected to the number of the class regions without generating the additional information granules.

Obviously according to Remark 2, the information granules should be developed such that the following objectives are fulfilled:

\[
\begin{align*}
\text{Maximize } & J_{mn}^{1} = \frac{\Lambda_{mn}}{D} \\
\text{Minimize } & J_{mn}^{2} = \sum_{i=1}^{L} \Omega_{ij}^{mn} \\
\text{Maximize } & J_{mn}^{3} = \prod_{i=1}^{L} \Psi_{ij}^{mn} \\
\text{Maximize } & J_{mn}^{4} = \sum_{i=1}^{L} \frac{\Omega_{ij}^{mn}}{\text{area} \left( l_{ij}^{mn}, u_{ij}^{mn} \right)}
\end{align*}
\]

where the superscript ‘mn’ denotes a 2 dimensional feature space with \( x_{m} \) and \( x_{n} \). Throughout this paper, it fulfills \( 1 \leq m < n \leq N \). \( J_{mn}^{1} \) is the covering rate; \( J_{mn}^{2} \) is the overlapping rate; \( J_{mn}^{3} \) is the classification performance; \( J_{mn}^{4} \) is the density rate, and \( D \) is the number of the given data; \( \Lambda_{mn} \) is the number of the data covered by all information granules in the \( mn \) th feature space; \( \Omega_{ij}^{mn} \) is the number of the data covered by the \( i \) th information granule in the \( mn \) th feature space; \( \Psi_{ij}^{mn} \) is the number of the data labelled as the \( i \) th class among the data covered by the \( i \) th information granule; and \( \text{area} \left( l_{ij}^{mn}, u_{ij}^{mn} \right) \) is the area of the \( i \) th information granule to be searched, where \( l_{ij}^{mn} \) and \( u_{ij}^{mn} \) are the left-lower and the right-upper vertex of the \( i \) th hyperbox on \( x_{j} \) -axis in the \( mn \) th feature space, respectively. Fig. 2 shows a simple example of two information granules (solid boxes) corresponding to two class regions \( C_{1}^{12}, C_{2}^{12} \) (dashed boxes) with \( D = 21, \Lambda_{1}^{2} = 14, \Omega_{1}^{12} = 9, \Omega_{2}^{12} = 8, \Psi_{1}^{12} = 8, \) and \( \Psi_{2}^{12} = 6 \). *: the data included in class 1, o: the data included in class 2.

\[
\begin{align*}
\text{Minimize } & J_{mn} = \frac{J_{mn}^{2}}{J_{mn}^{1} J_{mn}^{3}} + \frac{\nu_1}{J_{mn}^{4}}
\end{align*}
\]

where \( \nu_1 \) is a positive scalar to adjust the weight between the two terms in (3).

The GA represents the searching variables of the given optimization problem (3) as the chromosome that contains one or more sub-strings. In this case, the searching variables are \( i_{ij}^{mn} \) and \( u_{ij}^{mn} \). A convenient way to convey the searching variables into a chromosome is to gather all searching variables associated with all information granules in the \( mn \) th feature space, and to concatenate the strings as follows:

\[
G_{mn} = \left\{ \left( l_{1}^{mn}, u_{1}^{mn} \right), \ldots, \left( l_{N}^{mn}, u_{N}^{mn} \right) \right\},
\]

\[
G = \{ G_{1}^{12}, G_{13}^{2}, \ldots, G_{(n-2)(n-1)}^{ln}, \ldots, G_{(n-1)n}^{ln}, G_{(n+1)n}^{(N-1)N} \},
\]
where $G^{mn}$ is the parameter substring of the $mn$th feature space in a chromosome and $G$ denotes a chromosome.

Initial population is made up with initial individuals to the extent of the population size. To efficiently perform the optimization, the search spaces in GA should be reduced as much as possible. In this case, we utilize the following constraints on the search spaces.

$$S(G^{mn}) \subset F^{mn},$$

$$S(l_{ij}^{mn}, u_{ij}^{mn}) \subset C_{ij}^{mn},$$

where $S(G^{mn})$ and $S(l_{ij}^{mn}, u_{ij}^{mn})$ are the search space for the sub-string and the $i$th information granule, respectively, $F^{mn}$ implies the $mn$th feature space, and $C_{ij}^{mn}$ denotes the $ij$th class region.

Since the GA originally searches the optimal solution so that the fitness function value is maximized, it is necessary to map the objective solution so that the fitness function value is $
u_{t}=\sum_{i=1}^{N} S_{ij}^{mn}$, where $S_{ij}^{mn}$ denotes the fitness function value of the $ij$th information granule in the $mn$th feature space, and $C_{ij}^{mn}$ denotes the $ij$th class region.

The best chromosome $\hat{G}_{t}$ is composed of the best sub-chromosomes $\hat{G}_{t}^{mn}$ with the highest fitness values $f_{t}^{mn}$ at the $t$th generation as follows:

$$\hat{G}_{t} = \{G_{1}^{t}, G_{2}^{t}, \ldots, G_{n}^{t}\}$$

$$\hat{f}_{t} = \sum_{1 \leq m < n \leq N} \hat{f}_{t}^{mn}.$$  

Remark 3: It is noted that each sub-chromosome is independent of the others because (5) is evaluated for each feature space and the searching variables are independent of the feature space.

Remark 4: Since the proposed method establishes the best chromosome $\hat{G}$ as the best and independent sub-chromosomes $\hat{G}^{mn}$, it has following advantages:

The chromosome with low fitness and best sub-chromosomes may be removed by the elitism, which may degrade the optimization performance, whereas, the proposed method can preserve the best sub-chromosome, and thus improve the optimization performance.

Remark 5: In [19], it is shown an evolutionary optimization technique of the information granules with unlabelled samples in the unsupervised learning for clustering. The basic idea is somewhat similar to [19] but the main contents are completely new and different: the information granules are applied to the fuzzy classifier construction and the GA is applied to optimizing the information granules with the labelled samples in the supervised learning.

3.2. Construction of fuzzy sets

This subsection describes how to construct the fuzzy sets $A_{ij}$ in (1) from the information granules developed in the previous subsection. The $\alpha$-cut operation and the similarity measurement are utilized for extracting, merging, and removing the fuzzy sets.

Let $A_{ij}^{mn}$ be the fuzzy sets extracted from the $ij$th information granule in the $mn$th feature space, and their membership functions are represented by:

$$A_{ij}^{mn}(x_{j}) = \begin{cases} x_{j} - l_{ij}^{mn} & \text{if } l_{ij}^{mn} \leq x_{j} < b_{ij}^{mn} \\ c_{ij}^{mn} - x_{j} & \text{if } b_{ij}^{mn} \leq x_{j} < c_{ij}^{mn} \\ 0 & \text{otherwise} \end{cases}$$

where $l_{ij}^{mn}$ and $u_{ij}^{mn}$ denote the left-lower and the right-upper vertices of the $ij$th information granule on the horizontal $x_{j}$-axis, and $b_{ij}^{mn} = \frac{u_{ij}^{mn} + l_{ij}^{mn}}{2}$, respectively. The parameters $a_{ij}^{mn}$ and $c_{ij}^{mn}$ in (8) are computed from the $\alpha$-cut operation

$$A_{ij}^{mn} = \{x_{j} \in U_{ij} | A_{ij}^{mn}(x_{j}) \geq \alpha\}, \quad U_{ij} = [x_{j_{\min}}, x_{j_{\max}}],$$

$\alpha \in [0,1]$ of a fuzzy set $A_{ij}^{mn}$ as follows:

$$a_{ij}^{mn} = b_{ij}^{mn} - \frac{l_{ij}^{mn}}{1 - \alpha},$$

$$c_{ij}^{mn} = b_{ij}^{mn} + \frac{u_{ij}^{mn} - b_{ij}^{mn}}{1 - \alpha}.$$
where

\[ b_{ij} = \frac{1}{n-1} \sum_{m=1}^{n} \sum_{c_{ij}N_{bb}}^{m} t_{ij}, \quad t_{ij} = \frac{1}{n-1} \sum_{m=2}^{n} \sum_{c_{ij}N_{bb}}^{m} u_{ij}, \]

and \( u_{ij} = \frac{1}{n-1} \sum_{m=1}^{n} \sum_{c_{ij}N_{bb}}^{m} u_{ij} \).

There are a lot of methods to measure the similarity between two distinct fuzzy sets [17,18]. In this study, the set-theoretic operation-based similarity measurement [14,25]

\[
S(\cdot|\cdot)\alpha = \frac{\mid \cdot \alpha \cap \cdot \alpha \mid}{\mid \cdot \alpha \cup \cdot \alpha \mid}
\]

is applied to removing the similar fuzzy sets, where \( |\cdot| \) denotes the cardinality of a set.

Therefore, if the fuzzy set \( A_{ij} \) satisfies the following condition inequality, it is removed.

\[
\sum_{i=1,i\neq i}^{N} S_{ij} = \left( A_{ij} \right)_{ij} \left( A_{ij} \right)_{ij} \geq \beta,
\]

where \( \beta \in [0,1] \) denotes a real constant value.

Remark 6: The key point in this method is that the \( j \)th feature is ignored in the fuzzy classifier if all the fuzzy sets for the \( j \)th feature are removed.

3.3. GA-based management of misclassification

It is necessary to tune the fuzzy classifiers constructed in the previous subsection for the classification performance improvement on the data that lie into the overlaps of the classes, and the strange pattern unlike the well classified data such as outliers. This subsection proposes a GA-based management technique for misclassification, which consists of the tuning process of the obtained fuzzy rules and the generation process of additional fuzzy rules.

To decrease risk due to overfitting, the following constraints are imported:

\[
A_{ij}(x_j) = \begin{cases} 
A_{ij}(x_j; \Delta a_{ij}, b_{ij}, c_{ij}) & \text{if overlaps exist in } C^i \\
A_{ij}(x_j; \Delta a_{ij}, b_{ij}, c_{ij}) & \text{otherwise} 
\end{cases}
\]

\[
y_{ih} = \begin{cases} 
\Delta y_{ih} & \text{if overlaps exist in } C^i \\
y_{ih} & \text{otherwise} 
\end{cases}
\]

where \( L' \in \{0, L\} \).

Fig. 3. Example of extracting the fuzzy sets with \( L = 3 \) and \( N = 2 \). ★: data included in class 1, o: data included in class 2, and *: data included in class 3.

Fig. 4. The fuzzy set \( A_{ij} \) tuned by changing \( \Delta a_{ij} \).
where $\xi_{ij} \in [-1,1]$. By using product inference engine, singleton fuzzifier, and center average defuzzifier, the $h$th global output of the final fuzzy classifier (1) and (13) is represented as

$$y_h = \sum_{i=1}^{L} \theta_{A_i}(x) y_{ih} + \sum_{i=L'+1}^{L'} \theta_{A_i}(x) y_{ih}',$$  \hspace{4cm} (14)$$

where

$$\theta_{A_i}(x) = \frac{\prod_{j=1}^{N} a_{ij}(x_j)}{\sum_{i=1}^{L} \prod_{j=1}^{N} a_{ij}(x_j) + \sum_{i=L'+1}^{L'} \prod_{j=1}^{N} a_{ij}(x_j)},$$

$$\theta_{A_i}(x) = \frac{\prod_{j=1}^{N} a_{ij}(x_j)}{\sum_{i=1}^{L} \prod_{j=1}^{N} a_{ij}(x_j) + \sum_{i=L'+1}^{L'} \prod_{j=1}^{N} a_{ij}(x_j)}.$$

The predicted class $\hat{y}$ is decided by the maximum of (14).

Naturally, the objective of the resulting fuzzy classifier (14) is that the classification performance should be as high as possible. Furthermore, it is desired to reduce the number of the additional fuzzy rules from the viewpoints of hardware implementation and computation resource. The following objective functions should be maximized and minimized, respectively:

Maximize $J_5 = \frac{1}{D} \sum_{d=1}^{D} \delta(\hat{y}(x_d) - \text{(class of } x_d)),$

Minimize $J_6 = L',$

where $\delta(\cdot)$ is the Dirac delta function. The fitness function to be maximized via the GA is then

$$f(J_5, J_6) = J_5 + \nu_2 \frac{1}{J_6 + \lambda},$$

where $\lambda$ is the coefficient to prevent the large fitness function value. The GA is again applied to optimally tune ($a_{ij}$, $\xi_{ih}$) and the parameters introduced in (13). At the same time, to identify the number of the supplementary fuzzy rules, $h$ is also tuned. The chromosome $G$ is organized as

$$G = \{a_{i1}, \ldots, a_{iN}, a_{L1}, \ldots, a_{LN}, \xi_{1L}, \ldots, \xi_{1L'}, \ldots, \xi_{(L-1)L}, \ldots, \xi_{LL}, a_{i1}, b_{11}, c_{11}, \ldots, a_{iN}, b_{1N}, c_{1N}, \ldots, a_{L1}, b_{L1}, c_{L1}, \ldots, a_{LN}, b_{LN}, c_{LN}, \xi_{1L'}, \ldots, \xi_{LL'}, \xi_{(L'-1)L'}, \ldots, \xi_{(L'-1)L'}, \ldots, \xi_{(L'-1)L'}, \ldots, \xi_{LL'}, 1\}.$$  \hspace{4cm} (15)$$

3.4. Construction procedure of fuzzy classifier

The fuzzy classifier algorithm proposed in the previous subsections is summarized as follows:

**Step 1:** Set the number of the training data $D$ from the given data: $N$ features and $L$ classes.

**Step 2:** Choose the GA parameters: the generation number $T$, the weight factors $\nu_1$, and the population size $P_t$, crossover rate $P_c$, and mutation rate $P_m$. Encode the chromosome (4). Generate the initial population $G_0$ in a random manner such that all searching variables exist within the search spaces (6). Execute the GA process to develop the optimal information granules.

**Step 3:** Decode the chromosome of each individual and determine the fuzzy classifiers (1). Evaluate them by (3) and give a fitness value to each sub-chromosome $G_m$.

**Step 4:** Construct a new individual by concatenating each best sub-chromosome. Evolve a new population. Increase the generation number $T$ by one.

**Step 5:** Repeat from Step 2 to 4 until one of the followings is satisfied:

A. the satisfactory population shows up.
B. the generation number reaches $T$.
C. the fitness function value is not increased for the predetermined number of generations.

**Step 6:** Make the antecedent fuzzy sets using the information granules developed in Step 5 through the following process: extract fuzzy sets $A_{ij}^{mn}$ with the triangular membership function (8). Merge $A_{ij}^{mn}$ obtained from several feature spaces into $A_{ij}$ by (14). Choose the fuzzy sets to be removed by (15) and remove them.

**Step 7:** Design the fuzzy classifier (1) with $A_{ij}$.

**Step 8:** Evaluate the classification performance of (1) via the training data.

**Step 9:** If the designed fuzzy classifier does not classify the training data satisfactorily, apply the GA-based management scheme for misclassification discussed in Section 3.3. To execute genetic process, determine the generation number $T'$, the population size $P'_s$, crossover rate $P'_c$, and mutation rate $P'_m$, the maximum number of the fuzzy rules $L'$, and the weight factors $\nu_2, \lambda$. Encode a chromosome (15) as well.

**Step 10:** Execute the genetic process. Establish the additional fuzzy rules (13) and the final fuzzy classifier (14).

**Step 11:** Compute the classification performance of (14) for the given data.

**Remark 7:** Compared with the previous fuzzy classification methods, the proposed method has the following advantages:

A. In the previous research [12], many hyper boxes should be recursively generated to represent the
class regions, whereas only the information granules as many the number of classes are needed to represent them in our proposed method. Therefore, our approach is more effective than that of [12] in the sense of the class region representation.

B. The previous research has the the fuzzy set merging process with a large degree of overlapping [14], while the proposed method, in addition, has the removal process of fuzzy sets. Compared with [14], the proposed method has two advantages: the number of the fuzzy sets can be decreased, and a fuzzy set covering several class regions does not occur.

C. In the previous method [7], all the fuzzy sets are tuned, while only the fuzzy sets selected by (11) are tuned in the proposed method, hence can effectively decrease the overfitting risk.

4. AN EXAMPLE: IRIS DATA

The Iris data [20] is a common benchmark in the classification and the pattern recognition studies [21-24, 26]. It has four continuous features: x1-sepal length, x2-sepal width, x3-petal length, and x4-petal width and consists of 150 instances: 50 for each class (Iris sestosa, Iris vericolor, and Iris virginica). Table 1 shows the initial parameters for the classification. To examine the effectiveness of the proposed method, we provide two simulations for Iris data: Simulation 1: all 150 instances are selected as training data, and Simulation 2: one half of 150 instances are randomly selected as the training data and the other half are used as the test data.

**Step 1-Step 5** (GA-based development of information granules): The GA-based method is applied to search the optimal information granules in all \(6 = \binom{4}{2} \) feature spaces. We consider real-coded GA [27]. The selection function is used to create evolutionary pressure, i.e., well-performing chromosomes have a higher chance to survive. The roulette wheel selection method [27] is used to select chromosomes for operation. Two classical operators, simple arithmetic crossover and uniform mutation are used in the GA. These operators have been successfully applied in [27]. Fig. 5 shows the information granules determined via the proposed scheme. Using the fitness function (7), the best chromosome evaluates to \( f(J^{(2)}) = 0.6721, f(J^{(1)}) = 1.0078, f(J^{(4)}) = 1.1656, f(J^{(21)}) = 0.0133, f(J^{(24)}) = 1.24052, \) and \( f(J^{(24)}) = 1.2999. \)

**Step 6-Step 8** (Fuzzy sets construction): From the parameters obtained by the information granules, the fuzzy sets are constructed by the proposed procedures: extracting, merging, and removing the fuzzy sets. Because all fuzzy sets for sepal width are removed, three features (i.e., sepal length, petal length, and petal width) are selected for the pattern classification. The fuzzy set \( A_{21} \) for the sepal length is also removed. Based on the constructed fuzzy sets, the obtained fuzzy classifier is interpretable as follows:

\[
R^1: \text{IF } x_1 \text{ is short and } x_3 \text{ is short and } x_4 \text{ is narrow}
\]

THEN the class is Iris sestosa (\( y_1 = 1, y_2 = 0.5, y_3 = 0.5 \))

\[
R^2: \text{IF } x_1 \text{ is middle and } x_3 \text{ is middle}
\]

THEN the class is Iris vericolor (\( y_1 = 0.5, y_2 = 1, y_3 = 0.5 \))

\[
R^3: \text{IF } x_1 \text{ is long and } x_3 \text{ is long and } x_4 \text{ is wide}
\]

THEN the class is Iris virginica (\( y_1 = 0.5, y_2 = 0.5, y_3 = 1 \)).

(16)

The associated parameters of the antecedent fuzzy sets in (16) are given in Table 2.

**Step 9-Step 11** (GA-based management of misclassification): The GA-based method for the

---

Table 1. Initial parameters for classification.

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1 - Step 5</td>
<td>( P_s )</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>( P_c )</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>( P_m )</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>( T )</td>
<td>10000</td>
</tr>
<tr>
<td></td>
<td>( \nu_1 )</td>
<td>0.002</td>
</tr>
</tbody>
</table>

| Step 6 - Step 8 | \( \alpha \) | 0.5 |
|                | \( \beta \) | 0.4 |

| Step 9 - Step 11 | \( P_s' \) | 50 |
|                  | \( P_c' \) | 0.9 |
|                  | \( P_m' \) | 0.2 |
|                  | \( T' \) | 500 |
|                  | \( L' \) | 2 |
|                  | \( \nu_2 \) | 0.001 |
|                  | \( \lambda \) | 0.1 |

Table 2. Fuzzy set parameters.

<table>
<thead>
<tr>
<th>Fuzzy sets</th>
<th>Fuzzy classifier ((16))</th>
<th>Tuned fuzzy classifier ((17))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short Very short</td>
<td>(3.60, 5.00, 6.40)</td>
<td>(3.60, 5.00, 6.40)</td>
</tr>
<tr>
<td>Long Very short</td>
<td>(4.85, 6.88, 8.92)</td>
<td>(4.39, 6.88, 8.13)</td>
</tr>
<tr>
<td>Short Middle</td>
<td>(0.55, 1.45, 2.35)</td>
<td>(0.5000, 1.4500, 2.3500)</td>
</tr>
<tr>
<td>Long Middle</td>
<td>(2.12, 3.85, 5.65)</td>
<td>(2.53, 3.85, 5.23)</td>
</tr>
<tr>
<td>Long A little long</td>
<td>(3.95, 5.92, 7.88)</td>
<td>(2.08, 5.92, 9.75)</td>
</tr>
<tr>
<td></td>
<td>(1.90, 4.57, 6.47)</td>
<td></td>
</tr>
<tr>
<td>Narrow</td>
<td>(0.35, 0.35, 0.85)</td>
<td>(0.15, 0.35, 0.85)</td>
</tr>
<tr>
<td>Middle</td>
<td>(0.68, 1.32, 1.95)</td>
<td>(0.27, 1.32, 2.37)</td>
</tr>
<tr>
<td>Nearly wide</td>
<td>(1.45, 2.15, 2.85)</td>
<td>(0.33, 2.15, 3.97)</td>
</tr>
<tr>
<td></td>
<td>(0.48, 2.22, 2.41)</td>
<td></td>
</tr>
</tbody>
</table>
misclassification is applied to (16). We consider real-coded GA [27]. The selection function is used to create evolutionary pressure, i.e., well-performing chromosomes have a higher chance to survive. The roulette wheel selection method [27] is used to select chromosomes for operation. Two classical operators, simple arithmetic crossover and uniform mutation are used in the GA. Because there are the overlaps among the class region 2 (Iris vericolor) and the class region 3 (Iris virginica), the antecedent fuzzy sets of $R_2$ and $R_3$ and the consequent parameters $y_2^3$ and $y_3^3$ are tuned by using the GA method. The best chromosome evaluates to $f(J_5, J_6) = 0.9867$. As a result, the final fuzzy classifier is given as follows:

$R_1$: IF $x_1$ is short and $x_3$ is short and $x_4$ is narrow

THEN the class is Iris sestosa ($y_1^1 = 1$, $y_2^1 = 0.5$, $y_3^1 = 0.5$)

$R_2$: IF $x_3$ is middle and $x_4$ is middle

THEN the class is Iris vericolor ($y_1^2 = 0.5$, $y_2^2 = 1$, $y_3^2 = 0.5$)

$R_3$: IF $x_1$ is long and $x_3$ is long and $x_4$ is wide

THEN the class is Iris virginica ($y_1^3 = 0.5$, $y_2^3 = 0.5$, $y_3^3 = 1$)

$R_4$: IF $x_1$ is very short and $x_3$ is a little long and $x_4$ is nearly wide

THEN the class is Iris virginica ($y_1^4 = 0.2373$, $y_2^4 = 0.6690$, $y_3^4 = 0.7894$),

where $R_4$ is generated for the management of misclassification. The parameters of the antecedent fuzzy sets are shown in Table 2. The classification performance of the fuzzy classifier (16) is the 96.67% accuracy rate with 5 misclassifications on 150 training data. On the other hand, by using the GA-based management method for the misclassification, the classification performance of the final fuzzy classifier (17) is improved to the classification performance 98.67% with 2 misclassification on 150 training data. In Table 3, the simulation result is compared with the other methods in terms of the rule number and the classification performance. Moreover, we tried the
other simulation for the Iris data: one half of 150 instances are randomly selected as the training data and the other half are used as the test data and vice versa. The average accuracy rate of the final fuzzy classifier is 99.33% on the training data and 97.33% on the test data. Finally we examine the average performance of two simulations: training with one half of the given data and testing with the other half, vise versa. The result is in Table 4, which also dictates our approach is superior to the compared methods.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Rules</th>
<th>Accuracy Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[26]</td>
<td>4</td>
<td>98%</td>
</tr>
<tr>
<td>[21]</td>
<td>9</td>
<td>95.3%</td>
</tr>
<tr>
<td>[22]</td>
<td>17</td>
<td>95.3%</td>
</tr>
<tr>
<td>[23]</td>
<td>7</td>
<td>96%</td>
</tr>
<tr>
<td>Ours</td>
<td>3</td>
<td>96.67%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>98.67%</td>
</tr>
</tbody>
</table>

Table 4. Classification results of Iris data (75 test data).

5. CONCLUSIONS

In this paper, the GA-based method for constructing the fuzzy classifier has been proposed. The advantages of the proposed method are threefold: First, although the number of the information granules equals to the number of the classes, the information granules developed by the GA accomplish the satisfactory fuzzy region. Second, the procedure of constructing the fuzzy sets from the information granules provides an effective tool for the feature selection and the pattern classification. Finally, as we additionally generate the fuzzy rules for the misclassification management, the final fuzzy classifier can describe the misclassified data. Therefore, the proposed method provides the selection of the information granules as well as the solution to the two major problems: the feature selection and the pattern classification. The simulation results have highly visualized that the proposed method has the effectiveness for the classification. It indicates the great potential for reliable application of the pattern recognition.
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