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Abstract: This paper proposes a new printed circuit board (PCB) assembly planning method for multi-head surface mounters. We present an integer programming formulation for the optimization problem, and propose a heuristic method to solve the large NP-complete problem within a reasonable time. A dynamic programming technique is then applied to the feeder arrangement optimization and placement sequence optimization to reduce the overall assembly time. Comparative simulation results are finally presented to verify the usefulness of the proposed method.

Keywords: Dynamic programming, optimization, PCB assembly, surface mounters.

1. INTRODUCTION

An important process in electronics manufacturing is the printed circuit board (PCB) assembly. The assembly of PCBs is a complex task involving the placement of hundreds of electronic components of different shapes and sizes at specific locations on the board. Efficient production of PCBs by automating and optimizing the planning process is essential in reducing product cost and thereby increasing competitiveness [1].

Surface mount technology (SMT) has replaced the older through-hole technology in many applications because it can dramatically increase component densities per board. Surface mounters are employed in the SMT process line to perform a sequence of component placements. Surface mounters can be divided into two types: turret type and gantry type. Turret-type machines have a moving feeder carrier, a moving X-Y table carrying the PCB, and a rotating turret with multiple assembly heads. Gantry-type machines have multiple stationary feeders, a stationary table, and a moving X-Y gantry with assembly head. A Multi-head surface mounter is a gantry-type machine with multiple assembly heads. Most surface mounters in industrial SMT lines belong to this category, such as the Yamaha YV-64/88/100, Juki KE-750/760, Samsung CP-40/50 and Evest ECM-2000. This paper focuses on these multi-head surface mounters.

The proper arrangement of component feeders in surface mounters and the placement sequence of components on the PCB are factors that can greatly affect the production cycle time of each machine and the overall system [2]. Many heuristics have been developed for improving productivity, but they are highly dependent upon the machine type applied. Crama et al. [2], Sohn et al. [3], and Ellis et al. [4] proposed heuristics based on a local search technique for a turret-type machine. Ball et al. [5], Kumar et al. [6], and Park et al. [7] developed PCB assembly planning algorithms applicable to gantry-type machines having a single head. Tirpak et al. [8] developed an optimization algorithm for gantry-type machines with resolver heads using a simulated annealing method. Leu et al. [9] proposed genetic algorithms for both turret-type and gantry-type machines.

So far, quite a few studies have been conducted on multi-head surface mounters. These machines are most popular on the shop floor, but the complexity of multiple heads makes the optimization problem difficult to solve. Lee et al. [10] attempted to use a hierarchical optimization method for PCB assembly planning. Lee et al. [11] employed a genetic algorithm to obtain the feeder arrangement and placement sequence concurrently. This paper proposes new heuristics for the PCB assembly planning of multi-head surface mounters.

Section 2 defines the PCB assembly problem; section 3 formulates the problem mathematically; section 4 presents the developed optimization algorithm; and section 5 shows the simulation results.
2. THE PCB ASSEMBLY PROBLEM

A typical multi-head surface mounter is shown in Fig. 1. The gantry moves horizontally in the y-direction, and the heads move along the gantry in the x-direction. These x and y movements can occur concurrently. The nozzle on the head can move in the vertical z-direction to perform pickups and placements. It can also rotate around the vertical axis in order to properly align the components. Components to be assembled are supplied by feeders located at the pickup slots of stationary feeder lanes.

Fig. 2 illustrates the assembly sequence of one cycle of a 3-head machine. The overall sequence consists of backward, pickup, forward, and place motions. The backward motion starts from the last placement location of the last cycle and ends at the first pickup location. In the pickup motion, each head picks up a component from its feeder in the sequence of the head number. The forward motion starts from the last pickup location and ends at the first placement location. Finally, in the place motion, each head places a component at the designated location of the PCB. We assume that the machine does not need additional nozzle changing time or vision inspection time, such as in the case of the YV-100 and the ECM-2000. Also we assume that each head can pickup any component.

The overall assembly time of a given PCB depends on two decision variables: (i) feeder arrangement - the assignment of the pickup slot locations, and (ii) placement sequence -the cycle and head in which the components are placed. The problem is to find the optimal feeder arrangement and placement sequence to minimize the overall assembly time.

3. PROBLEM FORMULATION

To formulate the problem mathematically, we define the following sets:

- $C = \{1, \ldots, n_C\}$; set of components,
- $E = \{1, \ldots, n_E\}$; set of component types,
- $H = \{1, \ldots, n_H\}$; set of heads,
- $L = \{1, \ldots, n_L\}$; set of pickup slots,
- $I = \{1, \ldots, n_I\}$; set of cycles,

where $n_I = \left\lceil \frac{n_C}{n_H} \right\rceil$. Define $\tau : C \rightarrow E$ as a type of function to identify components with component types, then

$$C_e = \{c | \tau(c) = e, \ \forall c \in C\}$$

is the set of components that belong to the component type $e \in E$.

Let $z_{le} \in \{0,1\}$ be the feeder arrangement variable with the interpretation that $z_{le} = 1$ if and only if pickup slot $l$ contains the component type $e$. Also, let $x_{ihc} \in \{0,1\}$ be the placement sequence variable with the interpretation that $x_{ihc} = 1$ if and only if component $c$ is placed by head $h$ in cycle $i$. Then, the time elements required to perform a cycle $i$ are represented as follows:

$$T^b_{lw} = \sum_{c \in C} \sum_{c_2 \in C} \sum_{l \in L} t(n_H, c_1, 1, l)x_{(i-1)n_Hc_1l}x_{l1c_2}z_{l(c_2)},$$

$$T^p_{lw} = \sum_{h=1}^{n_H-1} \sum_{c \in C} \sum_{c_2 \in C} \sum_{l \in L} t(h, l_1, h+1, l_2),$$

$$T^f_{lw} = \sum_{c \in C} \sum_{c_2 \in C} \sum_{l \in L} t(n_H, l, 1, c_1)x_{ilc_3}x_{(h+1)c_2}z_{l(c_2)},$$

$$T^p_{lw} = \sum_{h=1}^{n_H-1} \sum_{c \in C} \sum_{c_2 \in C} t(h, c_1, h+1, c_2)x_{ihc_1}x_{(h+1)c_2},$$

where $T^b_{lw}$, $T^p_{lw}$, $T^f_{lw}$, and $T^p_{lw}$ are the backward,
pickup, forward and placement times of cycle $i$, respectively. $t(h_i, loc_1, h_j, loc_2)$ denotes the horizontal moving time from location $loc_1$ of head $h_1$ to location $loc_2$ of head $h_2$. Actually, both the pickup time and the placement time should involve the vertical moving time and delay time of the z-axis. We assume; however, that all the time elements are not affected by changing feeder arrangement or placement sequence.

The problem is to find the optimal values of $[z_{le}]_{n_L 	imes n_E}$ and $[x_{ihc}]_{n_l 	imes n_H 	imes n_C}$ so that the overall cycle-time is minimized. Thus the optimization problem can be formulated as:

$$\text{minimize} \sum_{i \in I} (T_{ibw}^i + T_{ipu}^i + T_{ifw}^i + T_{ipl}^i)$$  \hspace{1cm} (5)

s.t.

$$\sum_{le \in L} z_{le} = 1, \forall e \in E,$$  \hspace{1cm} (6)

$$\sum_{le \in L} z_{le} \leq 1, \forall l \in L,$$  \hspace{1cm} (7)

$$\sum_{ihc \in I \times H} x_{ihc} = 1, \forall c \in C,$$  \hspace{1cm} (8)

$$\sum_{c \in C} x_{ihc} \leq 1, \forall (i, h) \in I \times H.$$  \hspace{1cm} (9)

Constraint (6) requires that each component type must be assigned to exactly one pickup slot, which implies that all components of the same type are picked from the same pickup locations. Constraint (7) requires that each pickup slot must contain at most one component type. Constraint (8) requires that each component must be mounted exactly once. Constraint (9) requires that each head can pickup and place at most one component in a cycle.

**4. OPTIMIZATION ALGORITHM**

The problem formulated is a nonlinear integer-programming problem with highly-coupled decision variables. To reduce its computational complexity, we decouple the variables and divide the problem into two sub-problems: feeder arrangement problem and placement sequence problem, which can yield a near optimal solution.

4.1. Feeder arrangement algorithm

In a multi-head machine, the gantry transfers together several components from the feeder lane to the board. We define the component group as the set of component types transferred together along the gantry. Let $G = \{1, \ldots, n_G\}$ be the set of component groups, then the component group $g \in G$ is defined as:

$$\{e_{g1}^1, \ldots, e_{gH}^n\},$$

where $e_{gh}^i \in E$ is the component type that is picked up and placed by the head $h \in H$ in a component group $g$. The same component group can appear in several cycles. Let $\rho_g$ be the number of cycles for a component group $g$, then

$$\sum_{g \in G} \rho_g = n_I.$$  \hspace{1cm} (10)

The decision variables of the feeder arrangement problem are component group data $e_{gh}^i$ and $\rho_g$ for all $g \in G$ and $h \in H$, and feeder arrangement variables $[z_{le}]_{n_L \times n_E}$. These variables have a great effect on pickup, backward and forward time. For a component group $g$, we can represent the time elements as:

$$\hat{T}_{bw}^g = \sum_{le \in L} t(n_{H}, e_{gh}^i, 1, l) z_{le}^{gH},$$  \hspace{1cm} (11)

$$\hat{T}_{pu}^g = \sum_{h \in H} \sum_{l_1 \in L} t(h, l_1, h, 1, l_2) z_{h_{le}}^{gH} z_{l_{le}}^{gH+1},$$  \hspace{1cm} (12)

$$\hat{T}_{fw}^g = \sum_{le \in L} t(n_{H}, 1, l, e_{gh}^i) z_{l_{le}}^{gH}.$$  \hspace{1cm} (13)

$\hat{T}_{bw}^g$ is the estimated backward time between the last placement location and the first pickup location, where the last placement location is estimated by the center position of all components in $C_{gH}$. $\hat{T}_{fw}^g$ is the estimated forward time between the last pickup location and the first placement location, where the
first placement location is estimated by the center position of all components in \( C_e \). \( \hat{p}_{gw} \) is the actual pickup time that is the same as (2). Fig. 3 illustrates definitions of (11)-(13).

Now we have the criterion for the feeder arrangement problem as:

\[
\min \sum_{g \in G} (\hat{p}_{gw} + \hat{f}_{gw} + \hat{f}_{gw}^w) \rho_g, \tag{14}
\]

where the constraints in (6) and (7) should be satisfied. The feeder arrangement problem can be considered as an NP-complete problem. In NP-complete problems, it is often difficult to get the optimal solution within a reasonable time, thus a heuristic approach is developed in this research. The proposed feeder arrangement algorithm is as follows.

**Step 1: Component Allocation**

**S1.1.** Construct an allocation matrix \( [v_{eh}]^{n_e \times n_h} \), where \( v_{eh} \in \{0,1\} \) is equal to 1 if and only if component type \( e \) is assigned to head \( h \).

**S1.2.** Construct an allocation-number matrix \( [w_{eh}]^{n_e \times n_h} \), where \( w_{eh} \in \{0,1,\cdots, C_e \} \) is the number of component type \( e \) assigned to head \( h \). So \( w_{eh} \) is greater than 0 if and only if \( v_{eh} = 1 \). The decision criterion is to equalize the total number of components for each head.

**Step 2: Component Grouping**

**S2.1.** Set the group index \( g = 1 \).

**S2.2.** For each head \( h \), select a component type \( e \) such that \( w_{eh} \) is maximized. We denote it as \( e_h^g \), and construct the component group \( \langle e_h^g, \cdots, e_h^{n_{eh}} \rangle \). The \( \rho_g \) is then obtained by

\[
\rho_g = \min_{l \in H} w_{eh}^g, \tag{15}
\]

**S2.3.** For each head \( h \), subtract \( \rho_g \) from \( w_{eh}^g \). If any non-zero \( w_{eh} \) is found, then increment \( g \) and go to S2.2.

**Step 3: Feeder Arrangement**

**S3.1.** Sort all component groups in descending order by \( \rho_g \).

**S3.2.** For each component group, apply a dynamic programming (DP) search to find its feeder arrangement.

**Step 4: Improvement**

**S4.1.** Calculate the time in (14), if it is greater than the old time then stop and output the final results.

**S4.2.** Select two elements \( v_{eh} \) of the allocation matrix and toggle their values, then go to S1.2.

As mentioned in S3.2, we use a DP search in order to get the feeder arrangement for a given component group. From (14), we obtain the following relation:

\[
\min \sum_{g \in G} (\hat{p}_{gw} + \hat{f}_{gw} + \hat{f}_{gw}^w) \rho_g \tag{16}
\]

\[
\leq \sum_{g \in G} \rho_g \cdot \min(\hat{p}_{gw} + \hat{f}_{gw}^w, \hat{f}_{gw}). \tag{17}
\]

The component groups are pre-determined in S2.1-S2.2. Hence the optimization problem of (17) is to arrange feeders for each component group. In order to reduce the difference between (16) and (17), we arrange feeders in the order of \( \rho_g \) as S3.1.

The object function in (17) can be rewritten as:

\[
\hat{p}_{gw} + \hat{f}_{gw} + \hat{f}_{gw}^w = \sum_{l \in L} (t(n_{HL}, e_h^{n_{eh}}, l, 1)) z_{l_hgw}^{n_{eh}} + \sum_{l \in L, l_e \in L} (t(l_1, l_2, 2, l_2) z_{l_2gw}^{n_{eh}} z_{l_2gw}^{l_2})
\]

\[
+ \cdots + \sum_{l \in L} (t(n_{HL} - 1, l_1, n_{HL} - 1) z_{l_2gw}^{n_{eh}} z_{l_2gw}^{l_2})
\]

\[
+ \sum_{l \in L} (t(n_{HL}, l_1, 1) z_{l_1gw}^{n_{eh}}) = J_{0,1} + J_{1,2} + \cdots + J_{n_{HL} - 1, n_{HL}} + J_{n_{HL}, n_{HL} + 1} = J_{0,n_{HL} + 1},
\]

where \( J_{i,j} \) is the incremental cost between stages \( i \) and \( j \). From the principle of optimality [12], the following recursive equations can generate the optimal solution:

\[
J_{n_{HL}, n_{HL} + 1} = \min J_{n_{HL}, n_{HL} + 1}, \tag{18}
\]

\[
J_{n_{HL} - 1, n_{HL}} = \min \{J_{n_{HL} - 1, n_{HL} + 1} + J_{n_{HL} - 1, n_{HL}} \}, \tag{19}
\]

\[
\vdots
\]

\[
J_{0,n_{HL} + 1} = \min \{J_{0,1} + J_{1,n_{HL} + 1} \}. \tag{20}
\]

DP is the enumerative search method to implement the above recursive relations. It guarantees a global optimal solution and can accommodate various constraints [12]. A search is done on the head-lane plane with \( n_{HL} + 2 \) columns and \( n_{HL} + 1 \) rows. Fig. 4 shows a head-lane plane for the 3-heads machine with 100 lanes. Each node in the plane denotes a specific position of the head. The node (0,0) denotes the starting position of backward motion. The node \( (h,l) \) \( (h = 1,\cdots,n_{HL}, l = 1,\cdots,n_{HL}) \) denotes a position where head \( h \) picks up a component from pickup slot \( l \). Finally, the node \( (n_{HL} + 1, 0) \) denotes the end position of the forward motion.
Now we can apply a typical DP algorithm to this search plane. The feeder arrangement variable $h = 1$ if and only if the node $(h, l)$ is selected as the optimal state. The computational complexity of DP is $O(n_H \cdot n_L^2)$. If we consider the component grouping, it becomes $O(n_G \cdot n_H \cdot n_L^2)$. Also, $n_{EHn} C_2$ iterations are required to toggle all pairs of the allocation matrix for improvement. Therefore, the feeder arrangement algorithm requires the complexity of $O(n_G \cdot n_H^3 \cdot n_L^2 \cdot n_E^2)$. Since the number of heads $n_H$ is usually less than 10, it is computationally tractable.

4.2. Placement sequence algorithm

The placement sequence problem is to determine the cycle and head number for each component to be placed. The results of the feeder arrangement algorithm should be considered in solving the problem. The decision variable is the placement sequence variable $I_{H}^{x_{H}^{xy} n_{H}^{xy} n_{C}^{xy}}$, which has a great effect on backward time, forward time and placement time. The optimization criterion is as follows:

$$\text{minimize } \sum_{i \in I} (T_{i}^{bw} + T_{i}^{pl} + T_{i}^{sw}), \quad (21)$$

where the constraints in (8) and (9) should be satisfied.

All component locations on the board should be visited exactly once. The start and end location of the tour is a pre-determined waiting position of the head, so the problem can be regarded as a traveling salesman problem (TSP) involving multiple salesmen (heads) and via points (pickup locations). The most popular approach to TSP is using the hybrid method with construction heuristics and improvement heuristics. Construction heuristics [13] such as nearest neighbor and farthest insertion generates an initial tour. Then improvement heuristics [13] such as two-opt and three-opt improves the tour by interchanging edges. Since this approach is a kind of local search, the overall performance depends highly on the performance of the initial tour.

In this paper, we approach the placement sequence problem through the hybrid method. However, we also apply a DP search to the construction stage in order to generate a more efficient initial tour. Due to optimality property [12] of DP, our approach can reduce the overall moving time for placement. The placement sequence algorithm is given as follows.

**Step 5: Sequence Construction**

**S5.1.** Set cycle index $i = 1$.

**S5.2.** Apply DP search to generate initial sequence of cycle $i$.

**S5.3.** If $i < n_H$, increment $i$ and go to S5.2.

**Step 6: Sequence Improvement**

**S6.1.** Set component type $e = 1$.

**S6.2.** Apply a two-opt algorithm to improve the sequence of component type $e$. Interchanging is done for all component pairs of $C_e$, and the performance is evaluated by (21).

**S6.3.** If $e < n_E$, increment $e$ and go to S6.2.

Similar to the case of the feeder arrangement problem, we can derive a DP formulation for the placement sequence problem. From (21), we have

$$\text{min } \sum_{i \in I} (T_{i}^{bw} + T_{i}^{pl} + T_{i}^{sw}) \quad (22)$$

$$\leq \sum_{i \in I} \text{min } (T_{i}^{bw} + T_{i}^{pl} + T_{i}^{sw}). \quad (23)$$

Using (1), (3), and (4), the evaluation function in (23) can be rewritten as:

$$T_{i}^{bw} + T_{i}^{pl} + T_{i}^{bw} = \sum_{c \in C_{T(c)}} t(n_H \cdot l_{T(c),1}, c) x_{l_{c}} + \sum_{c \in C_{T(c)}} t(1, c_1, 2, c_2) x_{l_{c_1}} x_{l_{c_2}} + \cdots$$

$$+ \sum_{c \in C_{T(c)}} t(n_H - 1, c_1, n_H \cdot c_2) x_{l_{c_1}} x_{l_{c_2}} + \sum_{c \in C_{T(c)}} t(n_H \cdot c_1, 1, l_{T(c)}) x_{n_H c}$$

$$= J_{0,1} + J_{1,2} + \cdots + J_{n_H - 1, n_H} + J_{n_H, n_H + 1}$$

$$= J_{0, H + 1}.$$

$l_{T(c)} \in L$ is the pickup slot location for the component type $c \in C$, which is the output value of the feeder arrangement algorithm.

The recursive relations in (18)-(20) are also valid.

![Head-lane plane for DP search of feeder arrangement algorithm. $n_H = 3$, $n_L = 100$.](image)
for this problem. The search plane consists of the head axis and the component axis. The head axis has \(n_H + 2\) columns, and the component axis has \(n_C + 1\) rows. Fig. 5 shows a search plane with 3 heads and 200 components. The node \((0,0)\) denotes the start location of forward motion. The node \((h,c)\) \((h = 1, \cdots, n_H, c = 1, \cdots, n_C)\) denotes the location on which head \(h\) places component \(c\). The type of component \(c\) should be matched with that of the component picked up by \(h\). So the node \((h,c)\) is valid if the condition \(\tau(c) = e_i^h\) is satisfied. Finally, the node \((n_H + 1,0)\) denotes the end location of the backward motion.

A typical DP algorithm is directly applied to this search plane. The placement sequence variable \(x_{h\cdot c} = 1\) if and only if the node \((h,c)\) is selected as the optimal state. The computational complexity of the construction stage is \(O(n_H \cdot n_C^2)\), and that of the improvement stage is \(O(n_C^2)\). Hence, the placement sequence algorithm requires the complexity of \(O(n_H \cdot n_C^2)\), which is less than that of the feeder arrangement algorithm.

Both of sub-problems in (14) and (21) are still nonlinear problems but they are decoupled to get a practical solution. It is very hard to identify the difference between solutions of the sub-problems and original problem. In (14), we assume that the placement time \(T_{i\cdot l}^{pl}\) is not effected by feeder arrangement variables, so the feeder arrangement stage generates a solution without considering placement time. But the placement time is considered at the stage of placement sequence to close the solution to the global one.

5. SIMULATION RESULTS

A simulation was performed for an ECM-2000 machine using commercial PCBs in order to evaluate the proposed approach. The algorithm was implemented using Microsoft Visual C++ under Microsoft Windows XP on a Pentium IV 3.0GHz/512MB computer. The feeder arrangement and placement sequence were generated as text files for the set of 10 PCBs in Table 1. These files were exported to the vendor-made graphic simulator ECM-2000, which displays the assembly procedure and estimated assembly time.

ECM-2000 is a multi-head surface mounter with 4 heads or 6 heads (optional). A total of 84 slots are available in the front and rear feeder lane. The distance between heads is 20 mm, and the distance between slots is 10 mm. Each axis is actuated by its AC servo motor and driven by an S-curve profile.

The results were compared to the solutions obtained using the commercial vendor-made software EC-OPTIMIZER V1.0. Also we made greedy algorithms to show the contribution of the DP method more definitely. At the feeder arrangement stage, the greedy method arranges the feeder component type with the maximum components to the nearest lane from the center of the PCB. At the placement sequence stage, the greedy method uses the nearest-neighbor search to construct the initial tour.

In this simulation, we compared the results for 4 cases:

1) vendor-made
2) greedy + greedy
3) greedy + DP
4) DP + DP.

The second case means that the greedy method replaces the DP method at both feeder arrangement stages and placement sequence. The third case means that the greedy method replaces the DP method at the placement sequence stage only.

Table 2 compares the assembly times from the

<table>
<thead>
<tr>
<th>PCB Id</th>
<th>No. of component types</th>
<th>No. of Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>48</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>55</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>310</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>155</td>
</tr>
<tr>
<td>5</td>
<td>43</td>
<td>111</td>
</tr>
<tr>
<td>6</td>
<td>53</td>
<td>396</td>
</tr>
<tr>
<td>7</td>
<td>58</td>
<td>107</td>
</tr>
<tr>
<td>8</td>
<td>61</td>
<td>464</td>
</tr>
<tr>
<td>9</td>
<td>79</td>
<td>267</td>
</tr>
<tr>
<td>10</td>
<td>83</td>
<td>723</td>
</tr>
</tbody>
</table>
proposed method with those from the other methods, where all of them were applied to a 4-head machine. The proposed method (method 4) reduced assembly time by about 12.2%, 12.9%, and 9.0% compared to method 1, method 2, and method 3, respectively. The improvement ratio tended to increase as the component-type size increased. The table shows that the introduction of the DP method in both stages reduces the assembly time for all cases. Also, the DP method in the feeder arrangement stage has a greater effect on performance improvement.

Table 3 compares the same items as Table 2, where they were applied to a 6-head machine. For all PCBs, a 6-head machine required lower assembly time than a 4-head machine. The proposed method (method 4) reduced assembly time by about 12.2%, 12.9%, and 9.0% compared to method 1, method 2, and method 3, respectively. The improvement ratios tended to increase as the component-type size increased. The table shows that the introduction of the DP method in both stages reduces the assembly time for all cases. Also, the DP method in the feeder arrangement stage has a greater effect on performance improvement.

Table 3. Assembly time of 6-heads machine (sec).

<table>
<thead>
<tr>
<th>PCB Id</th>
<th>Vendor-made</th>
<th>Greedy + Greedy</th>
<th>Greedy + DP</th>
<th>DP + DP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28.5</td>
<td>29.1</td>
<td>28.8</td>
<td>26.0</td>
</tr>
<tr>
<td>2</td>
<td>28.0</td>
<td>28.9</td>
<td>27.1</td>
<td>25.8</td>
</tr>
<tr>
<td>3</td>
<td>223.5</td>
<td>227.0</td>
<td>218.0</td>
<td>195.6</td>
</tr>
<tr>
<td>4</td>
<td>84.0</td>
<td>87.0</td>
<td>82.1</td>
<td>73.8</td>
</tr>
<tr>
<td>5</td>
<td>75.3</td>
<td>76.7</td>
<td>72.9</td>
<td>65.4</td>
</tr>
<tr>
<td>6</td>
<td>246.0</td>
<td>253.7</td>
<td>240.8</td>
<td>214.0</td>
</tr>
<tr>
<td>7</td>
<td>65.5</td>
<td>66.0</td>
<td>63.8</td>
<td>56.0</td>
</tr>
<tr>
<td>8</td>
<td>298.8</td>
<td>305.9</td>
<td>293.0</td>
<td>257.0</td>
</tr>
<tr>
<td>9</td>
<td>159.0</td>
<td>165.1</td>
<td>159.3</td>
<td>133.9</td>
</tr>
<tr>
<td>10</td>
<td>501.0</td>
<td>510.1</td>
<td>489.2</td>
<td>400.3</td>
</tr>
</tbody>
</table>

Table 4. Computation time for 4-heads machine (sec).

<table>
<thead>
<tr>
<th>PCB Id</th>
<th>Vendor-made</th>
<th>Greedy + Greedy</th>
<th>Greedy + DP</th>
<th>DP + DP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>36</td>
<td>35</td>
<td>36</td>
<td>45</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>19</td>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>54</td>
<td>51</td>
<td>58</td>
<td>67</td>
</tr>
<tr>
<td>6</td>
<td>102</td>
<td>97</td>
<td>112</td>
<td>160</td>
</tr>
<tr>
<td>7</td>
<td>115</td>
<td>112</td>
<td>117</td>
<td>135</td>
</tr>
<tr>
<td>8</td>
<td>121</td>
<td>185</td>
<td>201</td>
<td>400</td>
</tr>
<tr>
<td>9</td>
<td>242</td>
<td>250</td>
<td>381</td>
<td>878</td>
</tr>
<tr>
<td>10</td>
<td>412</td>
<td>452</td>
<td>752</td>
<td>806</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

A PCB assembly planning method was presented to improve the productivity of a surface mounter. Most research has focused on turret machines or single-head gantry machines. This research attempted to create an effective heuristics for multi-head gantry machines, which are the most popular types in the current SMT line. The feeder arrangement and placement sequence were determined hierarchically, and each algorithm used a hybrid scheme with construction and improvement. To increase the performance considering the multiple heads, a dynamic programming search was applied to each algorithm. An integer-programming formulation was also presented to identify the problem mathematically. The computer simulation was done for a commercial machine using actual board data, and the results showed the usefulness of the proposed method.
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